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The tutorial introduces the main principles of deep machine learning in neural networks (NN), including convolutional NN and spiking NN (SNN), including:

· Temporal and spatio-temporal data modelling;

· Automated feature selection;

· On-line learning;

· Predictive modelling;

· On-line adaptation; 

· Dynamic visualisation;

· Knowledge extraction;

 The talk illustrates the deep learning principles on examples run in a NN environment called NeuCube – also publicly available from: http://www.kedri.aut.ac.nz/neucube/.

    Applications are demonstrated in several application areas, including:

· Brain data modelling;
· Ecological and  environmental data modelling; 
· Personalised health event prediction.  
Text: N.Kasabov, Spiking neural networks and evolving spatio-temporal data machines, Springer, 2016. 

