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All areas of science and human activities nowadays depend more and more on efficient and effective data analysis, modelling and event prediction. It has become obvious that the big data challenges, especially when we have to deal with massive temporal or spatio/spectro-temporal data (SSTD), could not be addressed properly with the use of traditional statistical and machine learning methods, nor with the use of traditional computational architectures. Spiking neural networks (SNN), combined with brain infortion principles for large scale information processing, offer hope to address this problem.  
    The talk introduces a new computational architecture, called here spatio-temporal data machine (STDM), which uses brain information processing principles, such as: integrated and distributed memory and information processing among thousands an millions of spiking neurons and their connections; spatio-temporal learning rules; massive parallel computation; learning time and space interactions from multiple sources of data; predictive data processing; dynamic clustering and visualisation; dynamic information exchange; model interpretation and knowledge extraction, and other, and doing all this in an energy economical way. The talk describes the details of the first implementation of a STDM, called NeuCube, developed in the author’s lab KEDRI. NeuCube is also a STDM development system that makes it possible to develop applications across domain areas using various types of SSTD. It includes modules for data encoding, unsupervised learning, supervised classification and regression, visualisation, pattern discovery, model optimisation. It has been implemented on both von Neumann computers and on neuromorphic systems.   
    Some examples and demonstrations of STDM developed in NeuCube are: brain data models (EEG, fMRI, DTI); Brain computer interfaces (BCI) for cognitive games and rehabilitation; multiple sensor on-line data modelling and event prediction; dynamic personalised models for stroke and CVD prediction; seismic data modelling system for earthquake prediction; financial stock prediction; radio-astronomy data modelling. A student version of NeuCube development system, along with several data sets and exemplar applications, can be downloaded from: www.kedri.aut.ac.nz/neucube/.      
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